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Schrödinger in Berlin Moore, Schrödinger: Life and Thought, (1989)

• 1927 Chair of theoretical physics at Friedrich
Wilhelms Universität.

• 1929: unanimously elected to the Prussian
Academy of Sciences.

• At the age of 42 was the youngest member.
• Academy founded by Gottfried Wilhelm Leibniz in

1700.
• Notable members Einstein, Planck, Laue, and

Nernst.
• Friendship with Einstein.
• January 30, 1933, Hitler Chancellor of Germany.
• July 1933 Anny and Erwin Schrödinger leave

Berlin for good on a grey cabriolet B.M.W.
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"On the Reversal of the Laws of Nature" arXiv:2105.12617
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Particle Migration Model

• Two sets of n boxes

{Ai}ni=1 & {Bi}ni=1

• N particles initially randomly
located in {Ai}ni=1

• Each migration is an
independent event

gi j = Pr(be in Ai then be in Bj)
...

...
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Migration as a random process
• Random migration ⇔ Matrix valued random variable

C= {ci j}ni j=1 such that
∑n

i,j=1 ci j = N

• Realization of the migration ⇔ Realization of the random variable:
C = {ci j}ni j=1 such that

∑n
i,j=1 ci j = N

Meaning of the random variable
ci j = #

(
particles first in Ai and then migrating to Bj

)
Marginal particle distributions and related "marginal" random variables

ai =
n∑

j=1

ci j = #
(
particles in Ai

)
⇒ C̃A =

n∑
j=1

ci j

bj =
n∑

j=1

ci j = #
(
particles in Bj

)
⇒ C̃B =

n∑
i=1

ci j
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The "standard" probabilistic approach

• Assign initial marginal

C̃A = a

• Assign the joint probabilities

gi j = Pr(be in Ai then be in Bj)

A1

A2

A3

B1

B2

B3

g1 2 g2 1

g2 2

g2 3

g3 3

Probability of a migration C given an initial distribution a

Pr(C= C
∣∣ C̃= a) =

(
n∏

i=1

ai !

)
n∏

i j=1

1
ci j !

(
gi j∑n
j=1 gi j

)ci j
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Schrödinger’s problem

H.1 Assign initial marginal

C̃A = a

H.2 Assign the final marginal

C̃B = b

A1
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B2
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g1 2 g2 1

g2 2

g2 3

g3 3

Reversibility
• Is it possible to construct a new migration process with probability

ki j "close" to gi j

such that (H.1), (H.2) always hold?
• If yes: what if the marginals exchange roles (i.e. the process is reversed)
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Schrödinger’s "large deviation" approach

• suppose N ≫ 1
• rescale and define empirical probability distributions

ai = N w0(i) & bi = N w1(i)
ci j = N ki j

• Introduce transition probabilities

gi j = g(j |i)w0(i) reference process
ki j = k(j |i)w0(i) empirical process

Stirling’s formula

Pr(C= C
∣∣ C̃= a) ∼ exp

−N
n∑

i j=1

k(j |i)w0(i) ln
k(j |i)
g(j |i)


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How close are two probability distributions?

Kullback–Leibler divergence Kullback and Leibler, Annals of Mathematical Statistics, (1951)

DKL(K∥G) =
n∑

i j=1

k(j |i)w0(i) ln
k(j |i)
g(j |i)

The smallest DKL the closest K = {k(j |i)}ni j=1 to G = {g(j |i)}ni j=1

• In large deviation theory Kullback–Leibler minimization is used to
determine the most likely configuration San1957, San1957, (San1957).

• Schrödinger uses DKL-minimization as tool to construct a new conditional
probability "close" to the reference process but interpolating between
assigned marginals.

w1(i) =
n∑

j=1

k(i |j)w0(j)
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Schrödingers’ optimal control problem
Minimize with respect to the k(j |i)’s the Kullback–Leibler
divergence

DKL(K∥G) =
n∑

i j=1

k(j |i)w0(i) ln
k(j |i)
g(j |i)

Under the constraints
• w1(i) =

∑n
j=1 k(i |j)w0(j)

•
∑n

i=1 k(i |j) = 1

Warning: change of paradigm
The purpose of the large deviation calculation is to justify the use of the
Kullback–Leibler divergence (still to be discovered in 1931!) to construct a
diffusion process between fixed end states.
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Schrödingers’ optimal mass transport

The optimum problem is equivalent to: find φ1, φ0 such that

w1(i) = φ1(i)
n∑

j=1

g(i |j)φ0(j)

w0(j) = φ0(j)
n∑

i=1

φ1(i)g(i |j)
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"Born’s law" for the interpolating density

Additional hypothesis:
there exists continuously in t ∈ [0,1] a
pt(i |j) such that

p0(i |j) = δi j

p1(i |j) = g(i |j)

Born law: wt(i) = h̄t(i)ht(i)

h̄t(i) =
n∑

j=1

pt(i |j)φ0(j)

ht(i) =
n∑

i=1

φ1(j)pt(j |i)

w0

w1

wt
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Kolmogorov 1936

Kolmogorov 1936: Kol1936, Kol1936, (Kol1936)

"The following considerations seem to me, in spite of their simplicity,

to be new and not without interest for certain physical applications,

in particular for the analysis of the reversibility of the statistical laws of

Nature, which Mr. Schrödinger carried out in the case of a special

example."
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Kolmogorov 1936

Time reversal of Markov processes

Assumptions: Markov process for which we know
• the transition probability density gt s for any s ≤ t ∈ [to , tf];
• a particular solution pt strictly positive for all t ∈ [to , tf].

Joint probability density of the Markov process at any times s and t

ct s(x ,y) = gt s(x |y)ps(y)

Reversed transition probability associated to the density gt

g
(r)
s t (y |x) =

ct s(x ,y)
pt(x)

=
gt s(x |y)ps(y)

pt(x)

or equivalently

pt(x)g
(r)
s t (y |x) = gt s(x |y)ps(y)
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Kolmogorov 1936

Consequences for Schrödinger’s mass transport

• In general: well defined relations under exchange

w0 ←→ w1

• In the presence of detailed balance (reversal wrt stationary measure p⋆)

p⋆(x)gt−s(y |x) = gt−s(x |y)p⋆(y)

the relations simply become

(φ0, φ1)→
(
φ1 p⋆,

φ0

p⋆

)
(ht ,ht) −→

(
h̄to+tf−t p⋆,

hto+tf−t

p⋆

)
wt −→ wto+tf−t
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Landauer

Landauer 1961Lan1961, Lan1961, (Lan1961)

Landauer’s principle: information is physical.

Logical irreversible computing operations
⇔

irreversible thermodynamic transitions.
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Landauer

Bit erasure

Turn one well into a double well

Initial state

Controlled

Markovian
dynamics

Final state
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Landauer

Today: expermental verifications of Landauer’s
principle

Mathematically
Optimal control of a stochastic dynamics in finite time between pre-assigned
probability distributions at the end of the control time horizon.
Gawȩdzki, “Fluctuation Relations in Stochastic Thermodynamics”, arXiv:1308.1518,
(2013)
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Landauer

Optimal control of microscopic dynamics

Microscopic dynamics

w0 w1

gdt 0(y0|x0) g2dt dt (y1|y0) ... g(n+1)dt ndt (yn+1|yn) ... g1 1−dt (x1|yN )

• Kullback–Leibler divergence in pathspace: depends upon all conditional
probabilities of two Markov processes on arbitrary dt ↓ partitions of the
control horizon.

• specified by microscopic dynamics (e.g. SDEs)

Optimization

Schrödinger diffusion
Kullback–Leibler divergence of the
path measure of the controlled from
the reference process.

Stochastic thermodynamics
Kullback–Leibler divergence of the
path measure of a forward process
from a process defined by a time
reversal operation.
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Landauer

Conclusions

Schrödinger diffusion in statistical physics and engineering
• Shows how to steer a controlled Markov process between pre-assigned

end states, by keeping it as close as possible to a reference Markov
process for which only one of the end states can be assigned.

• In a micro-scale level description of the dynamics,
(Langevin-Smoluchowski limit) Schrödinger’s diffusion specifies
"viscosity" solutions of the optimal evolution between assigned states at
minimum dissipation: Landauer’s principle.

• More generally: optimal control problems of thermodynamic transitions
between given states correspond to a change of the cost function in
Schrödinger’s original probem.
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Landauer

THANKS, Raphaël & Kay

CR CNRS, Laboratoire Dieudonné
Université de Nice Sophia-Antipolis.

Senior Software-Developer
iteratec GmbH, Stuttgart.
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Landauer

THANKS!
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